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Abstract—We present a visualization tool for human motion
analysis in augmented reality. Our tool builds upon our previous
work on joint biomechanical modelling for kinematic analysis,
based on optical motion capture and personalized anatomical
reconstruction of joint structures from medical imaging. It
provides healthcare professionals with the in situ visualization
of joint movements, where bones are accurately rendered as a
holographic overlay on the subject – like if the user has an
“X-ray vision” – and in real-time as the subject performs the
movement. The tool also provides a recording mechanism for
the examination and acquisition of movements and range of
motion information. Recorded information can be for instance
retrieved at a later moment to assess patient’s progress in terms
of kinematics during the rehabilitation phase. We also propose an
intuitive non-sequential mean of navigating through recordings.
It consists of pointing at movement trajectories for easy and
intuitive retrieval of the meaningful portions of a movement.
This tool allows for the post hoc replay and analysis of fast
movements, such as from athletes movements in sports injury
evaluation. Currently, hip and knee joints are supported.

Index Terms—augmented reality, visualization, calibration,
joint kinematics, rehabilitation, sports medicine

I. INTRODUCTION

Healthcare professionals are interested in knowing how the
range of motion (ROM) of the patient’s joint changes over
time. This is true in a physical rehabilitation scenario, where
the patient participates in periodic physical activities to recover
movement, as well as in a post surgery scenario, where the
physician wants to assess the effect of the intervention on
the joint [1]. Patient’s physical examination usually includes
palpation and evaluation of the passive ROM of the joint
under investigation using standard goniometers or inclinome-
ters [2], [3]. Unfortunately, this process may lack precision
because the clinician has no direct access to the joint (i.e,
external measurement). Moreover, when relying on passive
ROM which are simple non-active motions, the clinician
cannot always reproduce the movements that elicit the pain
or cannot apprehend specific non-physiologic joint behavior
during complex movements (e.g., sport activities).

We designed an augmented reality (AR) application for the
personalized visualization and analysis of joint movements
targeting several orthopedic activities, such as clinical exam-
ination, rehabilitation and sports injury evaluation and pre-
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Fig. 1: Overview of our visualization application. In (a) and
(b), we show the examination of the joint range of motion
during passive and active movements, respectively. In (c),
we show an athlete performing a fencing attack. Since this
action is a fast movement difficult to observe and assess live
(top), our system allows the replay of movements for posterior
analysis (bottom). The user can add points to the surface of
the bone to see its trajectory over time. By pointing towards
the trajectory the user can then retrieve a posture and consult
range of motion, speed and acceleration at that instant.

vention. Our application builds upon our previous work [4]–
[6] on joint biomechanical modelling for kinematic analysis,
based on optical motion capture and personalized anatomical
reconstruction of joint structures from medical imaging. In



the application, the user can observe the movement of the
bones, the ROM of the joint, and mark points on the surface
of the bone to track their trajectory in space. All of this is
accurately rendered as a holographic overlay on the subject –
like if the user has an “X-ray vision” – and in real-time as
the subject performs the movement (Fig. 1). Moreover, our
application allows the post hoc analysis of fast movements by
implementing a replay mechanism. The replay mode allows
the detailed manipulation and visualization of clips recorded
during the online visualization of joint movements. These
movement clips can be moved in three dimensions, and we
propose the use of trajectory lines as a means to navigate the
recording in a non-linear fashion and quickly pick moments
where meaningful ROM and kinematic (speed/acceleration)
information are available.

The application was developed for the Microsoft HoloLens1

Optical See-through Head-mounted Display (OST-HMD),
which required the development of a calibration method to
align the physical center of projection and optical axis of the
OST-HMD to an arbitrary coordinate system defined by the
external tracking system. The correctness of this alignment is
critical as in an AR context a small error can result in major
visual mismatch of the graphical overlay. Unlike related AR
calibration [7], [8], our calibration method relies on matching
movement data sets obtained through the external tracking
system to the tracking solution built in the HoloLens.

In summary, the contributions of this paper are threefold:
(i) development of an AR tool for medical applications,
allowing accurate overlapping of personalized anatomical joint
structures on top of the patient during motion; (ii) development
of a non-sequential replay interface using trajectory lines
to visualize recorded motion clips; (iii) development of a
calibration method to align the physical center of projection
of the HoloLens OST-HMD to the arbitrary coordinate system
defined by the external tracking system.

II. RELATED WORK

AR is widely regarded as a valuable tool for medical appli-
cations since it allows the in situ visualization of inner-body
organ systems. Researchers on the field have proposed AR
systems for various applications, such as anatomy education
[9], [10], medical training [11], physical rehabilitation [12],
hepatic surgery planning [13], [14], forensic autopsy [15] and
computer guided surgery [16], [17]. Moreover, AR has the
potential to reinvent current medical care practices and the
relation between health professionals and patients [18], [19],
in particular for personalized medicine. This reality is closer
than ever with the current surge of affordable AR capable
devices, such as the Microsoft HoloLens.

In the context of joint movement visualization, Baillot et
al. [20] proposed a knee kinematic simulation and posterior
retrieval of pre-computed poses for AR visualization through
a look-up table. The landscape of AR and computing have
significantly changed since [20], and new kinematic models

1www.microsoft.com/en-us/HoloLens

Fig. 2: Overview of the system architecture.

can be now computed and used to present joint poses in
real-time [4]–[6]. To our knowledge, there is no study on
the use of AR for medical visualization and examination of
personalized joint kinematics to date. Such development is
challenging as it requires expertise in different fields: motion
capture, 3D reconstruction, biomechanical modeling, human
computer interaction, and AR visualization.

III. MATERIALS AND METHODS

A. Equipment and System Architecture

The application hardware consists of a VICON MXT40S
motion capture system2, a computer (CPU: Intel Core i7-
5960X, GPU: Nvidia GTX 980), and a Microsoft HoloLens
OST-HMD. The VICON tracking system consists of 24 in-
frared cameras sampling at 240 Hz and is used to track retro-
reflective markers attached to the subject (� 14 mm) and other
auxiliary objects (� 19 mm). A dedicated hip or knee markers
protocol [4], [6] is used to derive accurate joint kinematics
from the subject.

A schematic representation of the system architecture is
shown in Fig. 2. The VICON Blade software3 is used to
process the cameras data and to stream the marker posi-
tions to Arthro3D, an in-house application for biomechanical
simulation running on the same computer. Arthro3D receives
the marker information and processes it with validated joint
biomechanical models to reconstruct the poses of the body
segments. Finally, Arthro3D streams the bone poses informa-
tion and the joint ROM to the HoloLens through a wireless
infrastructure. Two other auxiliary objects are tracked by the
motion capture system, a controller used for interaction, and
the HoloLens itself. These are directly streamed from Blade to
the HoloLens. The HoloLens receives the poses of the tracked
objects and is used for the projection and visualization of that
information as an overlay on the patient.

2www.VICON.com
3www.VICON.com/products/software/blade
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Fig. 3: (a) Coordinate system arbitrarily defined by optical
markers rigidly attached to the AR headset. (b) Coordinate
system of the AR headset used for camera projection. (c) The
calibration determines the rigid transformation - rotation R
and translation t - that aligns the tracked coordinate system
to the AR camera coordinate system.

B. System Calibration

The HoloLens include optical and inertial sensors for po-
sition and orientation tracking. Although the algorithm com-
bining these multi-sensors information in the HoloLens can
yield estimations of the headset’s pose in an absolute frame
of reference, it may present several centimeters of error and
is not appropriate for non-static backgrounds. Therefore, the
AR headset tracking is combined with the VICON system to
fulfill our application requirements.

With a set of markers placed in the HoloLens headset the
VICON tracking can define an arbitrary coordinate system
(Fig. 3a) with a position and orientation that do not match
that of the AR headset image projection center (Fig. 3b). In
order to correctly display the AR overlay in the headset, the
rigid transformation that aligns the markers-based arbitrary
coordinate system to the physical center of projection of
the AR headset is required (Fig. 3c) and computed through
a calibration procedure. High precision and accuracy are
necessary, as small errors will affect the quality of the overlap
of holographic and real objects. Note that the calibration will
be valid as long as the coordinate system defined with the
VICON tracking are preserved, i.e. if the physical markers
and the registration of the coordinate system in the VICON
system does not change, then the calibration can be used for
multiple sessions. In addition, rendering with an AR headset
requires a pair of cameras (stereo rendering pair), the position
of both cameras are defined relative to the coordinate system
shown in Fig. 3b by laterally translating the cameras by half
of the interpupillary distance of the user.

1) Calibration Procedure: The mapping that express the
center of projection H relative to the coordinate system
V illustrated in Fig. 3 requires a rigid transformation with
rotation R and translation t:

TVH =

[
R t
0T 1

]
(1)

We obtain this transformation through a two steps calibra-
tion. In the first step, we record datasets with the headset poses
from VICON and the HoloLens tracking. The user mounts
the HoloLens and performs asymmetric translations along the

(a) (b) (c)

Fig. 4: Poses of the V coordinate system are defined relative
to VICON tracking origin V0 (a), while poses of the H
coordinate system are defined relative to the HoloLens tracking
origin H0 (b). To find the calibration matrix TVH, we need
to find the mapping TV0H0 from H0 to V0 so that H can
be represented in V0, and V can be represented in H0 (c).
With TVH known, the virtual camera can be set with respect
to the VICON tracking origin using TV0H = TV0V ·TVH.

three axis of movement while rotations are avoided. The poses
of the two tracked objects are represented in distinct coordinate
systems, V in V0 (Fig. 4a) and H in H0 (Fig. 4b). To align
their axis of movement (Fig. 4c), we need to estimate the
rotation RV0H0 in p

′

hi
= cv + RV0H0 · (phi − ch) that

minimizes E =
∑n

i=1(pvi − p
′

hi
)2, where pv and ph are

positions of V and H in V0 and H0, and cv and ch are their
respective centroids.

The matrix RV0H0 is obtained with the singular value
decomposition (SVD) of the 3 × 3 covariance matrix M =
Ph ·PT

v , where Ph and Pv are 3×n matrices whose the i-th
column is obtained with phi

− ch and pvi − cv , respectively.
SVD gives M = U ·Σ ·VT , where the optimal – in terms of
minimizing the sum of squared errors – RV0H0 is given by
RV0H0 = V ·UT [21].

Consequently, the VICON and HoloLens trajectories can
be aligned in terms of movement direction using the RV0H0

matrix. This allows us to estimate a linear mapping Ri from
the V to H for each corresponding point on the aligned
trajectories with Ri = RT

vi · RV0H0 · Rhi , where Rvi

and Rhi
refer to the V and H rotations at corresponding

frames. Outlier rotations are removed based on the deviation
of angle θi = arccos( trace(Ri)−1

2 ). We define inlier rotations
as Q1 − IQR ∗ 1.5 ≤ inliers ≤ Q3 + IQR ∗ 1.5, where Q1

and Q3 are the first and third quartiles of the set of angles, and
IQR = Q3 −Q1. The remaining rotations are converted into
the quaternion representation qi, and their baricentric mean q
is used to approximate the average rotation R [22].

In the second step, the headset is rigidly attached to a tripod,
which allows for spherical movements around a spherical joint.
We fit a sphere to each collection of positions pv and ph

(positions of V and H coordinate systems). By subtracting
the center of rotation from the positions, we obtain the 3×N
matrices Pv and Ph, and each pair of poses can be used to
build a 3×N matrix M, with Mi = RT

vi ·(RV0H0 ·Phi
−Pvi)

for each i-th column of M. Finally, the mean value of the
rows of M approximates the translation t that defines the



physical center of projection of the headset relative to the
VICON arbitrary tracker depicted in Fig. 3. As a result,
we can build the rigid transformation TVH in Equation 1.
Note that this precedure depends on both HoloLens and
VICON tracking, and is therefore susceptible to HoloLens
tracking limitations when a small amount of data is used,
optimal transformations can be obtained with the mean of
several V and H pose correspondences in multiple recordings.
Recordings were made by frame (≈ 60Hz), with the latest
value of both tracking systems. As VICON tracking presents
a higher latency, latency estimation and compensation was
performed based on the cross-correlation of the movement
speed of pairs of recordings.

2) Assessing Calibration Quality: The built-in camera of
the HoloLens headset was used to estimate the projection
error of the calibration procedure. The HoloLens overlays
the camera image with the virtual scene as rendered for the
right eye, capturing an image of the real environment that is
superimposed by the virtual information. The HoloLens and
a reference object were placed at the two ends of a 70 cm
long rigid structure, both tracked using the VICON system.
The reference object was placed so that a spherical marker
on its center could be seen close to the center of the built-
in HoloLens camera image. A virtual representation of the
marker was rendered in the virtual space based on the tracked
position of the reference object. The quality of calibration was
assessed based on the overlap of the real marker with its virtual
counterpart.

A total of 12 frames were randomly selected from a video
with the rigid structure at 12 different orientations while at
the center of the VICON tracking volume. Our results showed
a mean absolute projection error of 3mm (SD = 1mm)
between the real and virtual spheres.

C. Latency Compensation

Tracking systems have an intrinsic latency, which is further
increased by network and the AR rendering pipeline, and
affects the stability and accuracy of the superposition of real
objects by holographic objects. For our system, we assessed a
“motion to photon” latency of ≈ 50 ms. For instance, during a
head rotation at the rate of 200◦ per second, 50 ms of latency
yields an error of 10◦ in the hologram projection, resulting in a
momentary superposition mismatch, and an overall perception
that the holograms do not have a stable location in the real
environment.

We adopt two approaches to mitigate this problem. One
specific to the HoloLens, and a second one that is used in
the live streaming of bone and controller poses. HoloLens
tracking relies on inertial sensors that present smaller latency
than optical tracking systems. Moreover, it also has built-in
hardware used for post-render image deflection [23], [24],
which accommodate the rendered image to the most recent
pose available. To take advantage of these features, we align
the coordinate systems of the VICON and HoloLens tracked
camera poses, and use the most recent 50 ms interval of
change in HoloLens pose as a complement to the current

VICON pose. Due to the variation on the number of frames,
and therefore on the amount of HoloLens frames used, this
yields a noisy approximation, which we address with an
exponential smoothing. For other tracked objects in the scene
(i.e., the bones and the controller), we predict future poses
based on their current filtered estimate of position, rotation,
linear velocity and angular velocity. An extended Kalman
filter – implemented according to Welch and Bishop [25] –
is employed to obtain these estimates. A prediction time of 30
ms is used, as artifacts became evident when compensating
for longer intervals.

D. Biomechanical Simulation

Marker data streamed from VICON Blade software are re-
trieved in Arthro3D and are used to compute the 3D kinematics
of the hip or knee joint. The major drawback with optical
motion capture systems is that markers are placed on the skin
surface and move relatively to the underlying bone during
movement with the deformation of the soft tissues (i.e., soft
tissue artifact (STA)), representing a critical source of errors
[26].

To solve this issue, Arthro3D software integrates validated
biomechanical joint models for the hip [4], [5] and knee [6]
to compute accurate joint poses accounting for STA. The
models are based on a subject-specific kinematic chain of
two rigid bodies (for the hip, the pelvis and femur; for the
knee, the femur and tibia) using personalized joint 3D models
reconstructed from medical images. The optimal pose of the
kinematic chain is obtained by using a global optimization
algorithm (to minimize STA error globally [27]) and specific
anatomical constraints (i.e., 6 DOFs joint models). The ac-
curacy of the models developed range from 0.24 to 3.7 mm
in translations and from 0.55◦ to 6◦ in rotations, which is
acceptable for clinical use in the study of joint pathology [4]–
[6]. More details about the models and their validation can be
found in [4]–[6].

From the computed bone poses, the ROM of the hip and
knee joints can be evaluated at each point of the movement.
This is achieved by calculating the relative orientation between
the pelvis and femur (or femur and tibia) using two local
coordinate systems [5], which were established based on the
definitions suggested by the International Society of Biome-
chanics [28] to represent the pelvic and femoral (or femoral
and tibial) segments. Their relative orientations are finally
decomposed into three successive rotations [29] to express
the ROM in clinically relevant terms (i.e., flexion/extension,
abduction/adduction and internal/external rotation).

As a result, the following information is streamed to the
HoloLens: the computed bones poses and the computed joint
ROM for the current frame. For the hip and knee joint
simulation, each frame takes respectively ≈ 17 ms and ≈ 28
ms to be computed, resulting in a streaming frequency of ≈
62 Hz and ≈ 35 Hz.



E. AR Application Design
1) Live and Replay Subscenes: The LIVE sub-scene allows

clinicians to perform online in situ visualization and analysis
of the joint movements, and to record movement clips as the
subject performs the desired actions (Fig. 1ab). That is, with
the subject-specific bone models reconstructed from medical
imaging and simulated by our biomechanical simulation soft-
ware, the user can visualize in real-time the movement of the
hip or knee joint as an overlay on the subject. Mind that only
one LIVE sub-scene exists as it is linked to the live performer
and the clip recording tool.

A REPLAY sub-scene allows for detailed manipulation,
visualization, analysis, and playback control of clips recorded
in the LIVE sub-scene (Fig. 1c). While the LIVE sub-scene
requires a tracked performer, REPLAY sub-scenes can be
visualized during or after a motion capture session. For
instance, the clinician can load scenes from past sessions to
evaluate the patient’s progress or can visualize REPLAY sub-
scenes without the subject. Numerous REPLAY scenes can
be instantiated on demand based on the database of recorded
clips for that subject.

2) Visualization and Interaction Elements: A 6 DOFs (po-
sition and rotation) controller is used for input. The controller
is coupled with a HoloLens clicker, which connects directly
to the headset and is used only as a confirmation button. A
raycasting metaphor – where the pose of the controller controls
the origin and direction of a laser pointer-like ray – is used to
point and interact with the scene.

The interaction options of each sub-scene are disposed in
radial menus. We preferred radial menus over traditional list
or table-like option arrangements for two reasons: 1) similar
effort is required to reach any of the radial menu options; and
2) they are relatively compact to visualize, which is adequate
when a small field of view – such as that of the HoloLens OST-
HMD which has a vertical field of view of ≈ 17◦ – is available.
Each sub-scene has its own menu, which is represented by a
circle at the top of the 3D bone models. The user can show and
hide the menu options by pointing to this circle and quickly
pressing the controller button. Menu options can be activated
in the same way. Note that the menu options are different for
LIVE and REPLAY sub-scenes, the options are detailed in
Fig. 5.

The clinician can visualize the current amount of flex-
ion/extension, abduction/adduction and internal/external rota-
tion of the joint under investigation, and add trajectory points
to the surface of the bones. These tools are available in both
LIVE and REPLAY sub-scenes. Fig. 1ab and Fig. 6a show the
visualization of the angles in a LIVE sub-scene. Rendering
opacity is proportional to the rotation angle, which prevents
the angle from being visible when it is small, thus avoiding
a cluttered virtual layer. Opacity has a linear relation with
the rotation angle when it is smaller than 40◦ and becomes
saturated for angles equal or above 40◦.

Movement trajectories are drawn as line strips in 3D space
(Fig. 1c and Fig. 6b), and the rendering color of their segments
is defined by the speed of movement, and the speed to color

(a) (b)

Fig. 5: Menu options of a LIVE sub-scene (a) are different
than the options of a REPLAY sub-scene (b). In a LIVE sub-
scene, the user can visualize the joint ROM, record motion
clips, and create REPLAY sub-scenes from recorded motion
clips – clockwise options in (a). In a REPLAY sub-scene, the
user can rotate, translate and scale the sub-scene, visualize
the joint ROM, replay the motion clip in a non-sequential or
sequential way, and erase the sub-scene from the environment
– clockwise options in (b).

mapping is dependent on the task. To add a trajectory point,
the controller button should be clicked while the ray intersects
with one of the bone models. Trajectory points added to a
LIVE sub-scene show a limited interval of movement, and
their placement positions are stored in clips for retrieval when
a REPLAY sub-scene is generated. Trajectory points added to
or loaded with REPLAY scenes present the movement of that
point for the entire movement clip.

(a) (b)

Fig. 6: Visualization of joint ROM (here, 89◦ of hip flexion) (a)
and trajectories of a motion clip (b). Trajectories are created
by points placed over the surface of the bone.

3) 3D Manipulation: The user can translate, rotate, and
uniformly scale a REPLAY sub-scenes using the controller.
There are three menu options that activate different forms of
manipulation (Fig. 7):

Hand-centered translation and rotation – the object trans-
lates and rotates according to controller movement as if
attached to the tip of a rod that extends from the manipulator
to the intersection point (Fig. 7b), as described in [30].

Intersection-centered translation and rotation – similar to
the method described above, the object translates and rotates



(a) (b)

(c) (d)

Fig. 7: The model in a REPLAY sub-scene (a) can be
manipulated with three tools: (b) Hand-centered translation
and rotation; (c) intersection-centered translation and rotation;
and (d) uniform scale using vertical movements.

according to controller movement, but the center of rotation is
now defined as the ray-casting intersection point at the moment
when the manipulation started (Fig. 7c), as proposed in [30].

Uniform scale – the object is uniformly scaled by moving
the controller upward to increase scale and downward to
decrease scale (Fig. 7d).

When one of these options is selected in the REPLAY sub-
scene menu, the user can point at one of the objects in that
sub-scene and click and hold the controller button to start the
manipulation. The manipulation is finalized when the button
is released.

4) Replay Manipulation: The user can control the execution
of a REPLAY sub-scene clip with three replay tools available
from the menu:

Play and pause – The play button initiates the playback of
the clip with recording speed, when selected it is replaced by
a pause button.

Gesture-based sequential frame selection – When this tool is
selected, the user can sequentially navigate through the frames
of a clip by pressing and holding the button and rotating the
controller around the axis defined by the ray. A clockwise
rotation advances the frames forward, while a counter clock-
wise rotation navigates backward. The reproduction rate is of
1 second per 10◦ of rotation.

Trajectory-based non-sequential frame selection – It uses
ray-casting to select a specific frame in the clip. The user
presses and holds the button, and points the controlled ray
towards the trajectories. For the duration of the button click,
the trajectory point with the shortest ray to point distance is
selected and used to retrieve and present the corresponding
clip frame. The speed and acceleration of that point in the
trajectory are also presented. This method allows for easy and
fast selection of poses covering a large volume of space (Fig.

1c).

IV. USE SCENARIOS

The development of this application was accompanied by an
experienced orthopedic surgeon. Moreover, a review session
was performed with five medical specialists in the field of
orthopedics to gather feedback. In this review, we presented
the current state of our tool and discussed the use scenarios
presented below.

Physical examination – The physical examination scenario
considers a patient coming for a check-up, where the clinician
usually asks him/her to perform standard passive (clinician-
controlled) and active (patient-controlled) movements to assess
the ROM of the joint. With our application, the clinician
can qualitatively and quantitatively assess the joint ROM in
real-time as the patient performs a specific task. He/she can
also take pictures and record videos of the desired poses, and
record movement clips for side by side comparison of passive
vs. active ROM, or of ROM differences from a past session.
Moreover, patients are often unable to perform some of the
active movements with the desirable amplitude, or might feel
discomfort at specific poses. These moments can be easily
identified in the movement trajectory as the patient might
interrupt the movement, or adopt a specific strategy in order to
complete the movement by avoiding postures causing pain. By
recording and observing movement clips, clinicians can use the
trajectory to easily retrieve these frames and observe the state
of the joint at that moment to better understand the functional
problem. Pictures and videos from the session can be shared
with other healthcare professionals treating the patient.

Physical rehabilitation – In the context of physical reha-
bilitation, our application could be used to evaluate ROM
improvements resulting from physiotherapy sessions. The ap-
plication can assist practitioners in keeping track of patient’s
improvement and generate more comprehensive documenta-
tion that can be used to help enhance patient’s understanding
of the treatment goals. In such cases, the patient could attend a
monthly appointment where the clinician would use the LIVE
mode of the application to observe the current ROM of the
treated joint during typical rehabilitation exercises. The prac-
titioner could record personalized videos that demonstrate the
correct – and possibly incorrect – execution of the movement.
These movies could be made available to patients for later
consultation.

Sports medicine – In the context of sports medicine, an
athlete suffering from pain during a common movement in
his/her practice could benefit from our application. For in-
stance, a fencing athlete may feel pain while performing a
forward attack as he/she flexes and transfers weight to his/her
advancing hip joint. The thorough analysis of such actions
can help identify movements and poses that may possibly
cause joint damage (here, one can suspect a hip impingement,
i.e., an abutment between the femoral neck and the acetabular
part of the pelvis [31], [32]), and thus prevent future injuries
or lesions. However, conventional measurement tools cannot
assess the dynamic ROM and abnormal functional behavior of



the joint during such actions. With our application, clinicians
can record a clip as the subject performs the movement, and
then review it by selecting the relevant points in the trajectory.
Similarly to the physical examination scenario, clinicians can
have a close look at the state of the joint as the movement
develops.

During the review session, we walked the medical spe-
cialists through the functionalities of the application, and
conducted a guided individual session. All users could easily
access and understand the functionalities of the LIVE mode,
where the only interaction required was the selection of
options in the menu and the addition of trajectory points
through raycasting. The use of the REPLAY mode added some
complexity and had a steeper learning curve: two of the users
could select and control all the pose and replay manipulation
tools with ease, two of them had to try the pose manipulation
tools a few times before they could succeed, while one user
showed difficulties with the use of pose manipulation tools
and the sequential frame selection.

V. DISCUSSION AND CONCLUSION

We presented an AR application for visualization of joint
movements. This application can be used in the context of
rehabilitation and sports medicine to offer healthcare prac-
titioners with the in situ assessment of patient-specific joint
kinematics, as well as the recording and replay of movement
clips for posterior analysis. This paper also presented a cal-
ibration procedure to register the HoloLens OST-HMD with
an external tracking system, allowing to accurately overlay on
the subject his/her personalized anatomical joint structures.

The application was reviewed with five medical specialists.
Overall, the most useful functionality was the visualization
and display of joint ROM during live or replay actions, which
brings a totally new way to conceive physical examination
and understand underlying functional mechanisms. One of the
interesting needs expressed by the medical specialists was
the exchange of patient-specific information based on photo
and video captures. Although not implemented as part of
the application, these needs were addressed using the built-
in photo and video recording functionalities of the HoloLens.
With the guidance of an experienced orthopedic surgeon,
we defined three use scenarios where our application could
be a useful tool to improve current orthopedic examination
procedures.

We acknowledge some limitations in the proposed system:
first, our system currently requires expensive equipment and a
complex markers protocol to derive accurate joint kinematics,
which are two limiting factors that can prevent us from
implementing this system at a larger scale or as a standard
of care. Simplifications in terms of markers protocols, as well
as the possibility of adopting a more cost- and space-efficient
tracking solution will thus have to be investigated in order
to export this system in clinics. Cheaper motion tracking
alternatives, such as the Microsoft Kinect, have been used
for rehabilitation activities [33], but is not reliable enough
when the correctness of movement parameters are central

to the application, as assessed in [34]. Second, there are
potential limitations to the accuracy of the global set-up.
Indeed, errors can originate from two different sources: one
source of error can be the calibration between the HoloLens
and VICON system (error ≈ 3 mm when 70 cm away from
the HoloLens). Another source of error can be the joint
kinematics computation from motion capture data due to STA
(translational error < 3.7 mm, rotational errors < 6◦). Despite
these two possible sources of error, our methodology is still
accurate, valid and acceptable for clinical use in the study of
joint pathology [4]–[6]. In particular, we do believe that the
error values of the global set-up does not call into question
the usefulness of the system.

Future work will consider the extension of this system in
different directions. Two short-term developments will be pri-
oritized: first, we will support the visualization of the shoulder,
another joint commonly affected by musculoskeletal disorders.
This will require the adaptation of our biomechanical model
for patient-specific shoulder kinematics [35] for use in real-
time applications. Second, we will perform a comprehensive
validation study with patients comparing our system with
conventional methods of joint ROM examination. We also plan
to explore the use of contextual in situ visualization rendering,
which can facilitate depth perception of the AR overlay [36].

Moreover, we plan to support direct annotation of content.
For instance, we could use our controller or hand recognition
for drawing, as investigated by [37]. Mobile phones could also
be evaluated as a replacement for the controller, introducing
an input interface (touchscreen) that is familiar to the general
audience. Touchscreen allows efficient data input and could
be used for annotations and as an effective file management
interface. Finally, the application could be made cross-platform
so that recorded material, such as motion clips and general
media files, could be reviewed and annotated at a later time
directly on a mobile phone or tablet.

In conclusion, with the growing popularity of AR devices
in the consumer market we believe that its presence in the
medical field will become ubiquitous. Several literature re-
views provide an account to the improvement in technology
and application of AR in the medical [19], [38] and general
[39]–[41] contexts. We argue that our system adds to the
construction of this future by exploring the use of AR in novel
orthopedic applications.
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[1] A. Lädermann, P. J. Denard, J. Tirefort, F. C. Kolo, S. Chagué,
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